Sources of cost during porting

1. FPGA and DSP components become dependent on the transport mechanism for talking to other component  

2. Application timing is dependent on the hardware implementation

3. Mechanisms to keep components synchronized to each other are hardware dependent   (timestamping of samples, synchronization with the network)

4. Interactions with the security device add cost.

5. Mechanism to address a component on another PE is platform dependent.

6. Combining third party or legacy IP core with newly developed code requires custom interconnect mechanism.

7. Expensive to reallocate components to different groupings on PEs when porting.

8. Inability to allocate fractions of PEs to components hurts overall system cost.

9. Recovering from partial SPS failure adds a lot of cost to space applications.

10. Hand-tweaking of routing and placement adds cost to very high speed applications.

11. Optimizing components for timing of the interconnect makes them hard to port to other platforms and to reuse them in other waveforms.


Evaluation criteria

Does the communication interface sufficiently and appropriately segregate command/control from high speed data?

Is the proposed solution available for review and standardization?
   proprietary issues
   ITAR issues

Does it support/preclude streaming data?

Is it simple enough for an implementation in an FPGA without excessive resource cost?

Does it support communication between SPS components and hardware devices?   (e.g. RF front end equipment)
    Without requiring the interface specification to change/grow each 
    time you add a new device.

Does it enable routing to be controlled (when multiple paths are available) to meet application QOS criteria?

What is the implementation/performance cost?
   affects what granularity it can be used for
   thereby affects benefits for #7 reallocation of components across PEs

Candidate solutions

Mercury FDK – FPGA development kit
   defines how FPGA components and containers should be designed
   so components can run on the containers and containers can interact
        with the rest of the system

Addresses cost #1  containers handle all transport issues 
   components never talk to each other directly even if they are in the
   same container.  Performance issues?

Murat Bicer/Mercury

Communication Protocol and interfaces from Rockwell/Boeing M-HAL
     specifies communication protocol between signal processing components operating on DSPs and/or FPGAs
     location-independent delivery of data

Not proprietary but may have ITAR issues. Need to come up with a more abstract (non Cluster 1 specific) generalization that is not ITAR restricted.

Highly desirable to have this written up
Need support from JPO or others

Berkeley Sockets
     specifies API for communicating over disparate transport mechanisms
     location-independent delivery of data
     Message contents/format left up to the application.

Spectrum: this can be implemented on FPGAs straightforwardly. 

Lee Pucker/Spectrum

Spectrum QuicComm
  an evolution of the Berkeley Sockets model to make it more useful
     for signal processing subsystem interconnection
  added routing

API is already open. Willing to make implementation architecture open if sufficient interest from this community. May not be possible to finish the job of making it open by 6/30.

Lee Pucker/Spectrum

OMG SWRADIO submission
    specifies the interface between components of different types
    gives the PIM (highest layer of design) of the radio software architecture
    … not a transport mechanism

Jimmy Marks/Raytheon

Spectrum approach for associating timestamping and sample counts with sample data streams
This is widely used in products. Spectrum would be willing to make a spec for this open as a candidate standard.

Problems solved:  #3, keeping components synchronized, in a portable fashion.  Also #2, application timing in a portable fashion.

Discussion
   May need different solution for frequency-domain data.
   This is a higher layer protocol (not data link layer).

Lee Pucker/Spectrum
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Mercury FDK                      Murat Bicer/Mercury
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